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Superresolved imaging of remote moving targets

Javier García
Departamento de Óptica, Universitat de Valencia, c/Dr. Moliner, 50, 46100 Burjassot, Spain

Zeev Zalevsky
School of Engineering, Bar-Ilan University, Ramat-Gan 52900, Israel

Carlos Ferreira
Departamento de Óptica, Universitat de Valencia, c/Dr. Moliner, 50, 46100 Burjassot, Spain

Received October 4, 2005; revised December 4, 2005; accepted December 4, 2005; posted December 7, 2005 (Doc. ID 65164)

We present a superresolving approach that allows one to exceed the diffraction limit and recover highly re-
solved contours of moving targets from a sequence of low-resolution images. The presented approach is suit-
able for remote sensing applications. The resolution decoding algorithm that is used to recover the high-
resolution features of the target can be run partially via optical means and that way can be used to reduce
the required computational complexity. © 2006 Optical Society of America

OCIS codes: 100.6640, 100.3020.
There is a large set of approaches used to detect mov-
ing targets by use of statistical and image-processing
algorithms.1–7 Although this Letter also deals with
detection of moving targets, its focus is not on the de-
velopment of new algorithms with a low false alarm
rate and a high probability of detection but is rather
on exceeding the diffraction-limiting resolving capa-
bilities of the imaging sensor (the diffraction limit
and not a geometrical limitation).

Superresolution is one of the most fascinating and
applicable fields in optical data processing. The exist-
ing superresolving approaches are based on the basic
understanding that a high-resolution spatial distri-
bution can be obtained if a priori information on the
object exists, which allows one to compromise appro-
priately on other dimensions in exchange for a gain
in spatial degrees of freedom.8–10 The sacrificed axes
that are used to multiplex the additional spatial reso-
lution that is to be gained can be, for instance, time,11

wavelength,12 or polarization.13 Time multiplexing is
perhaps the most common approach to superresolu-
tion that overcomes the limitations of diffraction. In
this technique, which may be performed in an all-
optical manner, an encoding periodic grating should
be projected and shifted on top of the inspected ob-
ject, while an identical decoding grating should be po-
sitioned and shifted in front of the detector. The time-
averaging results in a high-resolution image.12,14 In
real remote imaging applications it is not possible to
project the grating, and thus such a configuration is
not practical.

In this Letter we suggest an approach that may be
easily used for remote imaging applications and pro-
duces highly resolved information on a moving tar-
get. Prior to the detection process, the algorithm re-
quires mapping of the background by imaging it with
high resolution. This calibration process is done only
once. Then, a low-resolution imaging system can be
permanently put in place and used for high-
resolution imaging of moving targets. The moving
target passes in front of the background while images

are captured by the low-resolution sensor. Then, a de-
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coding algorithm is applied in which the high-
resolution reference background is used as the decod-
ing function. The images are integrated in time, and
eventually the low-pass component of the decoded
and integrated image is digitally removed (for in-
stance, by using morphological image processing op-
erations). The result is that the contours of the re-
mote moving target are seen with high resolution
corresponding to the resolution of the background in
the calibration process. The improvement in resolu-
tion can be significant and may be the difference in
determining whether the target is to be identified
and (or) recognized. Special digital detection algo-
rithms for moving targets can be used in addition to
superresolved imaging. Note that a high-resolution
reference image can be captured using a different
sensor than the one used for low-resolution imaging
(e.g., a sensor positioned on a satellite can be used to
capture the high-resolution reference image while
the camera of a cellular phone can be used for the
low-resolution imaging). Also, although the straight-
forward application of superresolution is imaging
with visible and infrared sensors, this technique can
be applied to other spectral sensing bands as well.

We denote the background scenery as b�x�, the tar-
get as s�x�, and the blurring point spread function
(generated due to blurring of the optics and diffrac-
tion) as p�x�. We denote by s1�x� a binary function
with the shape of the target but with a gray level of
one:

s1�x� = �1 s�x� � 0

0 s�x� = 0� . �1�

Note that all variables are optical intensities and the
imaging system is operating under incoherent illumi-
nation.

The intensity of the target moving in front of the
scenery can be expressed mathematically as
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t�x,t� = �1 − s1�x − vt��b�x� + s�x − vt�, �2�

where v is the target’s velocity. The blurred intensity
I�x , t� captured by the imaging camera equals

I�x,t� =� t�x�,t�p�x − x��dx�. �3�

Substituting Eq. (2) into Eq. (3) yields

I�x,t� =� b�x��p�x − x��dx�

−� s1�x� − vt�b�x��p�x − x��dx�

+� s�x� − vt�p�x − x��dx�. �4�

The decoding process involves multiplication of I�x , t�
by the high-resolution a priori known background
b�x�, shifting the product back a distance of vt (to ob-
tain the reconstructed target in the same spatial po-
sition) and summing all the images captured along
the observation period (the sequence of images that
we use for superresolution). Thus

R�x� =� I�x + vt,t�b�x + vt�dt, �5�

where R�x� is the reconstructed image. The relative
shift of two images in the sequence (related to vt) can
easily be found by correlating them with each other
(although V is unknown). This is done as part of the
decoding processing step.

By substituting Eq. (4) into (5) and changing the
integration variables from x� and t into x�=x�−vt and
t, one obtains

R�x� =� b�x + vt��� b�x� + vt�p�x − x��dx��dt

−� b�x + vt��� s1�x��b�x� + vt�p�x − x��dx�	dt

+� b�x + vt��� s�x��p�x − x��dx�	dt. �6�

Since the scenery (the background) is not correlated
with itself one may assume that

� b�x + vt�b�x� + vt�dt = ��x − x�� + k1, �7�

where k1 is a constant. The meaning of k1 is that the
background is not completely uncorrelated and there
is a bias. Using this relation in Eq. (6) yields

R�x� = k3 − s1�x�p�0� − k1� s1�x��p�x − x��dx�

+ k2� s�x��p�x − x��dx�, �8�
where k2 and k3 are constants:
k2 =� b�x + vt�dt, k3 = p�0� + k1� p�x − x��dx�.

�9�

Since due to the definition of s1 one may write that

k2s�x� − k1s1�x� = k4s�x�, �10�

where k4 is a constant as well, one has the relation

R�x� = k3 + k4� s�x��p�x − x��dx� − s1�x�p�0�,

�11�

which means that the reconstructed image is equal to
a constant plus the low-resolution target image (i.e.,
the target blurred by the blurring point spread func-
tion) minus the high-resolution contour of the target
(i.e., s1). Thus, the suggested approach recovers the
high-resolution contour of the target, and to extract it
one should subtract from R�x� the low-resolution (i.e.,
blurred) target and background (appearing within
constant k2 and thus also in constant k3).

In the experiments we used an image of scenery
taken from an aircraft. The target was an aircraft
moving across the scenery. The velocity of the moving
target was approximately 10 pixels between sequen-
tial video frames. In Fig. 1, one can see a sample from
the captured temporal sequence. In the bottom part
we present the high-resolution image with the target,
and in the top part we present the low-resolution im-
age seen through the low-resolution sensor (including
the target). The arrows indicate the position of the
target airplane. In the temporal sequence the target
moves all along the full field of view (across the back-
ground). After we apply a summation over all the
low-resolution images, the low-resolution moving tar-
get can be extracted, as seen in Fig. 2a. Then, we ap-
ply a decoding algorithm involving multiplication of
each of the low-resolution images of the temporal se-
quence by the high-resolution image of the reference
background and then summation. The low-resolution
background and the target were subtracted from the
accumulated reconstruction. Alternatively, it is pos-
sible to apply desharpening masking or perform mor-
phological operations such as top-hat transforma-
tions to remove the low-frequency component.15 The
result is seen in Fig. 2b. One can see the improve-
ment between the blurred image in Fig. 2a and the

Fig. 1. Bottom, sample of the high-resolution image. Top,
sample of the low-resolution image. The arrows signal the

target position.
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reconstruction in Fig. 2b. Indeed, the contour is
highly resolved. For comparison, the original high-
resolution target is presented in Fig. 2c. The resem-
blance between Figs. 2b and Fig. 2c is visible.

In the simulation we used a binary object, but this
fact is not important for the approach presented here,
since the superresolved outcome is obtained for only
the contour of the target. Thus, it is not important
what happens inside the target region. In any case,
superresolved detection of the contour may allow
identification and recognition of the observed object
(in our case it allows us to verify that an airplane is
involved).

Note that the decoding procedure, in which the
time sequence of low-resolution images that are mul-
tiplied by the decoding high-resolution reference
background image, can be done in an all-optical man-
ner as well. For this purpose, the decoding mask (i.e.,
the high-resolution reference background) should be
displayed on top of a spatial light modulator placed
in front of the camera. The summation operation per-
formed in the time domain is obtained anyhow due to
the integration time of the detection array.

Also, please note that we did not assume that the

Fig. 2. a, Summation of all the blurred images. b, Result
of high-pass filtering of the raw reconstructed image. c,
High-resolution reference target.
motion of the target is known in advance. The rela-
tive motion is obtained by registration via correlation
of sequential video frames (i.e., finding the relative
shift between images).

To conclude, in this Letter we have demonstrated
an approach that makes it possible to recognize and
(or) identify high-resolution moving targets with re-
mote sensing systems while using a low-resolution
imaging equipment. The approach involves a numeri-
cal algorithm, the computational complexity of which
can be reduced with optical processing done by plac-
ing a spatial light modulator in front of the imaging
sensor.
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