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A method for depth sensing based on sensing the visibility associated with the coherence function of a laser
source is presented. The setup is based on an electronic speckle pattern interferometric (ESPI) setup, where
the object depth is encoded into the amplitude of the interference pattern without the need for depth
scanning. After performing phase-shifting method, the object three-dimensional (3-D) shape is recon-
structed by means as a range image from the visibility of the image set of interferograms and where each
gray level represents a given object depth. Experimental results validate the proposed approach for reflective
diffuse objects at different measurement distances.

© 2010 Elsevier B.V. All rights reserved.

1. Introduction

Nowadays, there are numerous applications that demand 3-D
measurement of objects [1]. Just as an example, we find image
encryption [2,3], object recognition [4,5] and 3-D mapping [6–8]. All
of those possibilities have been allowed by the development of digital
sensors and, in particular, by digital holography [9]. Digital hologra-
phy offers highly attractive advantages such as high resolution, non-
contact measurement, and versatility of implementation depending
on the type of object. This way, digital holography has been applied to
surface contouring of macro and small and micro-objects [10,11].

Other methods allow 3-D object shape by triangulation and can be
presented under white light structured illumination [6] or under
coherent illumination [12]. The general concept of triangulation is
that the light projection and the observation directions are different.
As the projected pattern is distorted by the object shape, the lateral
positions of themeasured pattern details include depth information of
the object. But triangulation suffers from several problems: shadows
incoming from the projection angle between illumination and
detection directions, discontinuities and occlusions due to specific
geometry of the object which generates additional shadowing and,
thus, information losses. Moreover, the axial resolution of the system
is limited by triangulation accuracy, and the method needs a wide
measuring head for accurate measurements at long distances. One
way to minimize the shadowing problems is to n-plicate the
measurement system [13] or rotate the object [14]. The former

method implies both a high computational cost and expensive
solution while the latter means a time consuming process to obtain
the final result.

Another possibility to remove the shadow problem (not the
occlusions) is to project the illumination on the same line that the
observation direction. In this case, the spatially structured illumina-
tion will not help and an alternative coding must be used, most
common being the time coding either in light pulse shape or in
illumination spectral content. Examples are the time gating methods
[15], time of flight [16], or the use of two wavelength illuminations
[17]. Some of these techniques do not provide directly a 3-D mapping,
but a contouring of the object. Although coaxial illumination and
observation is complex to implement when considering conventional
white light structured illumination, it is easy to achieve with coherent
illumination because there is no need to project a structured
illumination pattern onto the object surface: one can split the
coherent beam before the object, illuminate the object coaxially
with the observation direction and reinsert a reference beam at the
digital recording device. This is the underlying principle of electronic
speckle pattern interferometry [18]. Basically, phase-shifting and
Fourier transformation are the two main methods to recover the
object phase distribution and correspond with on-axis and off-axis
reference beam reinsertion geometry, respectively [19,20]. However,
both procedures allow access to the wrapped phase distribution of the
object (as is the case in contouring methods) that is, phase values
lying in the range of −π to π, as a consequence of the depth-to-phase
coding. The phase map needs to be unwrapped to recover the 3-D
object information. Once again, phase-unwrapping algorithms will
not be useful if the image contains unknown relative heights and/or
the object contains sudden jumps on its profile, that is, discontinuities,
occlusions and/or shadows.
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Different approaches had been proposed to avoid the phase-
ambiguity problem. Thus, Saldner and Huntley proposed a method
named as temporal phase unwrapping where the basic idea is to vary
the pitch of the projected fringes over time [21]. They evaluated
independently the object phase at each pixel in order to provide an
absolute measurement of the surface height. Thus, by recording a
sequence of phase maps, a 3-D phase distribution is obtained by
unwrapping the phase at each pixel along the time axis. This procedure
yields on an absolute measurement of the object surface height. On the
other hand, Sjödahl and Synnergren solved the discontinuity problemof
thephasemapbymeans of theprojection of a randompattern instead of
periodic fringes [22]. Since the intensity of a random pattern varies
without a regular period, every small region in the projected pattern
becomes unique. Using an initial calibration process of the projected
random pattern along the working volume, it is possible to trace the
movement of each small region at the detector by simple correlation
algorithm when the object under study is illuminated by such random
pattern. Thus, assuming that the motion of every small area can be
detected, the 3-D object shape can be retrieved. However, Sjödahl and
Synnergren used a white light optical projector and an optical
triangulation architecture, that is, the measured object shape suffers
from previously commented problems.

Another way to project a random pattern is by using the speckle
patterns that happen when coherent light is reflected or transmitted
from a rough surface. García et al reported a novel approach to 3-D
measurement by projecting the random speckle pattern through a
ground glass diffuser [23]. In this approach, inherent changes in
propagation of the speckle pattern will uniquely characterize each
specific location in the working volume in such a way that it is
possible to determine the 3-D object map by analyzing the speckle
pattern itself (not that one produced by the object). This procedure
allows the representation of the 3-D object shape in a range image
composed by gray levels in which each level is representative of an
object depth. Aside the novelty of the method, it defines a resolution
which is independent of the object observation distance or the angle
between the illumination and the observation direction because it is
based on local correlations of speckle patterns. Moreover, no
shadowing problem is produced because it can be performed using
parallel architecture between illumination and detection. Also, the
proposed method was validated for transparent samples and
reflective diffuse objects.

Other interesting methods solve the discontinuity problem of the
phase map are based in the coherence of the light source. Coherence
coding has been applied to spatial information transmission and
superresolution [24–26], optical coherence tomography [27,28], and
3-D topography in digital holographic microscopy [29,30]. Last year,
Yuan et al introduced a newapproach to achieve 3-D surface contouring
of reflectingmicro-objects [31]. They proposed a digital lensless Fourier
holographic systemwith a short coherence light source that can be used
to record different layers of a micro-object through changing the object
position. Thus, by bringing into the coherence spatial interval different
sections of the object, it is possible to digitally reconstruct thewhole 3-D
surface contouring of the object. This approach takes the advantage
provided by a limited source coherence length which allows optical
sectioning of the 3-D object profile.

And recently, Zalevsky et al. presented a new method for 3-D
imaging based on partial coherence in digital holography [32]. In their
paper, Zalevsky et al. reported on twodifferent approaches bothof them
aimed to remove the phase ambiguity problem in digital holography. In
one of the proposed concepts, they achieve 3-D profile of a reflective
object using an approach based on illuminating the object with a light
source having a relatively long coherence length. As the contrast of the
fringes within this length will vary, this fact can be used for 3-D
estimation after performing a calibration of the contrast of the
interference fringes in the whole coherence length axial interval. Thus,
by comparing the contrastof the fringesprovidedby theobjectwith that

one obtained in the calibration process, they were able to extract 3-D
information. They proposed a lensless digital holographic optical setup
in which no lenses are needed to image the input object because the
approach is focuses on mapping the 3-D information of reflective
objects. This fact disables the reported approach when diffuse objects
are considered. Moreover, because of the lensless geometry, there will
be restrictions between the observation distance and the object size in
order to optimize the space-bandwidth product of the system.

In this paper, we present a novel approach in which we take profit
on the change in visibility of the interference speckle pattern in 3-D
space incoming from a relatively long but limited source coherence
length. When a classical ESPI configuration is considered, the object
areas falling inside the coherence volume range of the illumination
source will produce speckle interference with the reference beam. A
phase modulation of the reference will result in blinking intensity
only for those points inside the coherence range. Thus, the proposed
approach performs coherence-to-depth coding of the 3-D object
shape in such a way that the 3-D object information is relatedwith the
amplitude of the speckle interference. And the way to decode such
information coding is by computing the visibility of the speckle
interference along the whole volume range. After some digital post-
processing to smooth speckle noise, it is possible to get a range image
where each gray level contains information of a different object depth.
The proposed approach has three major advantages. First, the
resolution of the method does not depends on the observation
distance because the coherence volume range can be easily tuned
from near to far distance by simple adding optical path in the
reference beam. Second, no shadowing problem is produced because
the illumination and observation directions are collinear. And third, as
the method implies the obtaining of a range image, there is no
problem with sudden jumps or occlusions in the object shape. In
addition, unlike other coherence based methods like optical coher-
ence tomography, the proposed method does not require axial
distance or wavelength scanning.

The paper is organized as follows. Section 2 presents the
methodology and explains the underlying principle of the proposed
approach. In Section 3 we present an experimental validation of the
method for short and large measurement distances and Section 4
concludes the paper.

2. Description of the optical setup and operating principle

To test the capabilities of the proposed method from an experimen-
tal point of view the basic setup depicted in Fig. 1 has been assembled in
the laboratory. It is a classical ESPI configuration. Light coming from a
laser source is split into reference and illumination beams. The
illumination beam reaches the 3-D object after being spatially filtered
and projected onto it. Notice that, in this configuration, the illumination
direction is not strictly collinearwith the observation one. This fact does
not imply a restrictionbecause it is possible to illuminateusing thebeam
splitter just before the imaging system. However, to gain in simplicity
and to better matching the optical paths, we have selected the depicted
configuration.

Thus, a diffuse reflective object is illuminated by a light beam
having a given coherence length. And at the same time, a reference
beam is inserted in on-axis mode onto the detection plane with a
divergence that equals that one provided by the 3-D object. So, an on-
axis hologram having no carrier frequency fringes but dominated by
speckle is recorded by the CCD. Taking into account that the coherence
length of the illumination light is relatively long, it is possible to well-
match the optical path length of the reference beam in such away that
the whole object depth falls inside half the coherence length interval.
In this case, different speckles coming from different depths of the 3-D
object will interfere with different amplitude once they are imaged by
the CCD camera. We can say the proposed approach is performing a
coding of the 3-D object depth into the coherence of the illumination
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light since the 3-D object information is related with the amplitude of
the speckle interference.

In order to evaluate such variable amplitudewith the distancewhen
considering different regions of the 3-D interference objectfield of view,
we introducea slowperturbation in timeat the reference beam, that is, a
temporal phase-shifting, by using a piezo-electric mirror. Thus,
computing the visibility of the recorded set of interferograms it is
possible tofinally obtain a range imagewhere each small area of the 3-D
object is representedby agivengray level incoming from thecoherence-
to-depth encoding that has been performed. And this range image
becomes a 3-D mapping of the object under test.

Additionally, by mapping the whole coherence volume with a
reference object (a plane calibration plate, for instance) in order to
obtain the visibility of the interference versus axial position, we can
obtain a gray level chart corresponding with different depths in the
working volume. This record will make the depth calibration of the
system. Thus, once the range image is obtained, it is possible to directly
assign each gray level to a given depth, and the 3-D information of the
object under test becomes recovered.

Considering now the proposed approach from a theoretical point
of view, we can say that the resulting field distribution impinging at
the CCD when considering two interference beams in on-axis mode is

Aðx; y; tÞ = A1 exp iϕ1 tð Þð Þ + A2 exp iϕ2 tð Þð Þ ð1Þ

where Ai, ϕi are the amplitude and phase distributions of each beam,
respectively. Then, the CCD performs intensity recording, that is

I x; y; tð Þ = jA x; y; tð Þj2 = A2
1 + A2

2 + 2A1A2〈 cos ϕ1 tð Þ−ϕ2 tð Þð Þ〉 ð2Þ

where b…..N designates time averaging operation in a time span
comparable to the inverse of the optical frequencies. Just as examples, if
both beams are fully coherent: 〈cos(ϕ1(t)−ϕ2(t))〉=cos(ϕ1(t)−ϕ2

(t)), while if both beams are incoherent: 〈cos(ϕ1(t)=ϕ2(t))〉=0.
Therefore it is clear that the degree of coherence determines the
contrast of the interference. Defining γ as the degree of temporal
coherence, it is clear that two completely coherent or incoherent beams
can be represented by γ=1 and γ=0, respectively. In our case, the

Fig. 1. T-ESPI experimental setup used for validation of the proposed approach. The discontinuity in both illumination and object beams is representative of the arbitrary distance
between 3-D object and imaging device. The mirror M5 is a piezo-electrical one to provide phase-shifting procedure.
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degree of temporal coherence is a function of the axial distance sincewe
are making interference between different reflected beams incoming
from different axial positions. So, considering γ=γ(z), Eq. (2) can be
rewritten as

Iðx; y; z; tÞ = I1 + I2 + 2
ffiffiffiffiffiffiffiffi
I1I2

p
γ zð Þ cos ϕ tð Þ½ � = IT 1 + V0 tð ÞγðzÞ cos ϕ tð Þ½ �f g

ð3Þ

where ϕ(t)=ϕ1(t)−ϕ2(t) is the phase difference between both
interferometric beams at a given instant, Ii=Ai

2 the intensity of each
beam and IT= I1+ I2 is the total intensity in case of incoherent addition
of the beams. Notice that V0 = 2

ffiffiffiffiffiffiffiffi
I1I2

p
= I1 + I2ð Þ is the visibility of the

recorded interference pattern in case of perfect coherence, while
V=V0γ(z) gives the full visibility which comprises the effects of beam
ratio and coherence.

Eq. (3) shows that the degree of temporal coherence modulates
the total intensity recorded at the CCD detector in such a way that
different object depths will produce a different intensity in the
recorded interferogram as we are mapping the coherence volume of
the illumination light. Thus, it is possible to obtain a range image of
the 3-D object by determining the interference visibility and from this
value the degree of temporal coherence γ(z).

To do this, we capture the object and reference beam separately by
alternately occluding each of the beams. This gives two reference
images (I1 and I2) with the spatial distribution of reference and object
beams. Then for obtaining the visibility (V) of the interference pattern,
we capture a sequence of phase-shifted interferograms. This is
performed by recording a video sequence and applying a time varying
phase to the reference arm. With the values of I1, I2 and V the value of
γ(z) is computed for each pixel as γ(z)=V/V0. With this procedure,
we obtain an image which is proportional to the degree of temporal
coherence, which is related to the object depth. This process in
performed for a calibration plate giving a relation between gray level
and depth. Finally, the profile of the object can be estimated by
comparing the result of degree of coherence with the gray level chart
obtained by calibration.

The visibility extraction can be performed without any particular
phase shifting pattern on the reference arm. Note that, eventually,
only the minimum and maximum intensities for each point are
needed, regardless the phase which achieve those values. Even if a
random phase is applied over the reference, it is enough to grab
enough number of interferograms so that maximum and minimum

possible intensities are obtained for each camera pixel. Obviously this
is hard to warrant in case of random phase shift, but simple for a linear
phase, which is easily achieved by means of a piezo-mirror connected
to a function generator, as shown in Fig. 1. The recording interval is
larger than the period of the modulation function in the piezo-mirror.
In case of a linear phase the intensity for each pixel can be fit to a
sinusoidal function [Eq. (3)] giving as a result higher accuracy in the
visibility calculation and so to reduce the noise.

It is important to stress that, despite the need for several frames (at
least 3) the method does not relies on scanning over the depth or the
wavelength. The multiple frames are used just for determining the
contrast of the interferences. Thus, the expected range for depth is
given by the coherence length of the light used, while the accuracy
will be governed by the stability in the coherence shape of the light
source and the noise introduced by the system. In contrast, in an OCT
based system the accuracy is determined by the coherence length and
the range by the scanning range, either in wavelength or in axial
distance. In our case, a major noise source is the speckle [33], because
the system is based on a coherent imaging system.

3. Experiments

3.1. Validation and calibration

Fig. 2 images a picture of the experimental setup assembled at the
laboratory for the short measurement distance case and for calibration.
Objects are placed at a distance of 90 cm approximately in front of an
imaging system composed by an imaging lens (50 mm focal length
video lens) and a CCD camera (Kappa DC2, 12bits dynamic range,
1352×1014 pixels with 6.7 μm pixel size). A He–Ne laser source
(632.8 nmwavelength) is used as illumination light in the experimental
setup. The coherence function is dominated by the inhomogeneous
Doppler broadening that gives a Gaussian coherence profile with a
width of 20 cm approximately according to the laser manual.

In a first step we will perform a testing of the method by using a
planar calibration plate. For the calibration we use the same experi-
mental setup depicted in Fig. 2 but using a diffusive plate as test object.
The plate normal is alignedwith the line of sight and is translated along
the said line of sight during calibration. The set of axial location of the
plate includes the location at null optical path difference between
reference and imaging arms (which will provide maximum visibility
interference). This location distance is considered as origin for axial

Fig. 2. The experimental setup assembled at the laboratory for measurements at short distance where the main optical paths of both beams are depicted for clarity. The different
components depicted in Fig. 1 can be easily identified in the image where additional neutral filters are included for intensity beam ratio adjustment.

3125E. Valero et al. / Optics Communications 283 (2010) 3122–3128



Author's personal copy

distances. As the calibration plate is progressively farer from the origin
the visibility is expected todiminish following the coherence function of
the light source. As explained in the previous section, a set of images
with variations in the reference phase by means of a piezo-mirror are
taken and the visibility is extracted in each image point. This calibration
process could be performed for any measurement distance in order to
properly match the visibility of the reflected speckle pattern with the
center of the Gaussian coherence profile.

Fig. 3 shows the visibility extracted as a function of the depth
around the equal path length point. Owing to the inherent coherent
noise from the speckle imaging, the visibility for a single point would
suffer excessive noise. Instead a spatial averaging (smoothing) over a

small size window is needed. We use a smoothing with a Gaussian
window with size (half width at medium height) of 5 pixels. This still
renders high lateral resolution and reasonable axial resolution. As can
be seen from the calibration curve, an axial range of approximately
120 mm can be mapped at each side of the origin without ambiguity.
For each axial location in the calibration the standard deviation is also
plotted. Note that increasing the averaging window size would give
an enhanced axial resolution, but at the expense of a diminished
lateral resolution. The accuracy can be roughly estimated from the
calibration curve as 10 mm approximately. Note that the accuracywill
be higher for a larger averaging window. There is a tradeoff between
spatial resolution and axial accuracy. An increase of spatial resolution
in the detector (number of pixels) can be used to reduce the speckle
size, which permits to increase lateral resolution without compro-
mising accuracy. So, the image resolution results the basic limiting
factor for the precision of the method.

3.2. Short range measurement

The same setup as for calibration is used for short range mapping.
Fig. 4 images the two objects used to test the proposedmethod in both
cases, short and longmeasurement distance. One is a 3-D sample built
from singles blocks of a toy object and the other one is a gas collector
prototype of an engine. The blocks in the first case permit the
construction of an object with steps separated by 16 mm in depth.
Note in this object as the hole in the lower part, which is closed in the
back side, gives a rectangular hole with also 16 mm depth with
respect to the borders.

Fig. 5 shows the reconstruction obtained for the objects in Fig. 4.
Fig. 6 depicts a 3-D plot of the relief for the Blocks object. It is
especially noticeable the ability to map the inside of the holes facing
the camera. This situation happens for both objects and demonstrates
the absence of shadow problem with this method.

Fig. 3. Calibration curve: visibility averaged over a weighted window with diameter of
5 pixels for different axial distances.

Fig. 4.Objects used in the experimental validation of the proposed approach: (a)–(b) and (c)–(d) are a 3-D object composed by building blocks (Blocks) and a gas collector prototype
of an engine (Collector), respectively.
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3.3. Long range measurement

For long range measurements the objects where located at 5m
approximately from the camera (limited by the laboratory size). The
system is rearranged to add this distance to the reference arm by
means of a delay line, providing a neat interference speckle pattern
from the object. Additionally a longer focal length imaging lens is
used, in order to provide a similar field of view as in the short range
case. The resulting images are depicted in Fig. 7. As can be seen, aside
of the scaling factor due to different imagingmagnification, the results
are analogous to those obtained at short distances. Again the lack of
shadowing is patent as well. It is worth noticing that the additional
distance between the system and the object does not introduce any
change in the performance of the method.

4. Conclusions and discussion

We have presented a novel approach for 3-D diffuse object
mapping based on the degree of temporal coherence of the
interference speckle pattern reflected by the object. Because of each
small area in the coherence volume of the illumination source will
produce an interference pattern with different amplitude, it is
possible to estimate the 3-D object shape by computing the visibility
of recorded interference pattern. This process can be understood as a
coherence-to-depth coding of the 3-D object shape in such a way that
the 3-D object information is related with the visibility of the speckle
interference. After performing the proposed approach, the 3-D object
information is recovered in a range image where the different gray
levels are representative of a different object depth. Experimental
results validate the proposed concept considering two experimental

Fig. 5. Mapping obtained for the objects in Fig. 4 when positioned at short distance (0.9 m). (a) Blocks. (b) Collector. Scale-bar size is 10 mm. Units in mm.

Fig. 6. 3-D plot of the mapping obtained for the Blocks object.

Fig. 7. Mapping obtained for the objects in Fig. 4 when positioned at long distance (5 m). (a) Blocks. (b) Collector. Scale-bar size is 10 mm. Units in mm.
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configurations having different measurement distances. Since the
depth value is obtained from normalized intensity values the
measurement does not depend directly on the objects reflectivity of
surface characteristics. Nonetheless, in the extreme cases, a low
reflectivity or non diffuse object will produce low intensity values,
resulting in less accurate measurements. In general, the measurement
accuracy can be enhanced by applying a diffusive white paint on the
object, as is common in many 3D capturing systems.

Another important capability of the proposed method is that its
accuracy and range is dependent on the coherence length of the
illumination laser light. Since the classical coherence shape of a laser is
a Gaussian distribution, the narrower the Gaussian function, the
better the axial resolution. As we find a lot of lasers with different
coherent length ranges, the selection of the laser source could be
application dependent. Thus, we can choose a short coherence length
(in the range or microns) to achieve high accuracy in microscopic
applications or we can select a longer coherence length (from several
centimetres to upwards) for macroscopic object digitization, range
estimation and so on. Although methods for temporal coherence
shaping could be used permitting the use of a single laser, this would
greatly complicate the setup. Therefore, in practice the laser selection
limits the specific system to a given application and reduces the
versatility of the technique.

The proposed method has unique advantages in comparison with
other approaches for 3-Dmapping: it has no dependence in resolution
with the observation distance as in the case of triangulation methods,
it has no problems with sudden jumps in the object shape as in the
methods that implies wrapped phase distribution of the object, and it
has no shadow illumination problem and minimization of the
occlusion one because the illumination and imaging recording can
be performed from the same location.

Part of this work was supported by the Spanish Ministerio de
Educación y Ciencia under the project FIS2007-60626 and by Instituto

de la Mediana y Pequeña Industria Valenciana under the project
IMIDIC/2008/52.
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