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Abstract
This study examined the question-answering behavior of students when they read long expository texts and search for information to answer questions in electronic environments. We analysed  the role of high- vs. low-level questions on comprehension and learning, text inspection patterns and  good and poor answering strategies triggered by high- and low-level questions. Two learning situations were designed, (a) reading a text  and then answering questions on a computer screen using the software Read&Answer (i.e., experiment 1), (b) answering questions having a text available to search for the answer (i.e., experiment 2). Results indicate that high-level questions facilitate comprehension, especially when the text is  read first  and that high- and low level questions promote specific text inspection patterns and answering strategies, which vary depending on the level of success in the task. 
Presenting students with questions, either after or before reading a text, has been proved to have beneficial effects on comprehension and learning (e. g., Andre, 1979; Hamilton, 1985; Hartley & Davies, 1976; Rickards, 1979; Wixson, 1983; Vidal-Abarca, Mengual, Sanjose & Rouet 1996; Vidal-Abarca, Gilabert & Rouet, 1998), given that working with questions promotes the student to engage in the basic mental operations involved in constructing a coherent  mental representation from text (i.e., Kintsch, 1998; Kintsch & van Dijk, 1978; van Dijk & Kintsch, 1983). Nevertheless, the extent to which questions facilitate deep comprehension depends on complex interactions among the questions characteristics, text inspection patterns when the student searchs for the answer and the question-answering strategies he or she displays. 

Our main purpose  is to clarify the complex relationships by which answering different types of questions in specific conditions and using appropriate search and answering strategies leads to constructing a coherent mental representation from text. Specifically, we wonder which questions and question-answering strategies help the student in learning and comprehending a text better. To deepen into these processes, we take advantage of  Read&Answer (Martínez, 2003), a software that presents texts and questions electronically and enables the researcher to obtain useful reading and answering processing records.  

Accordingly,  this study raises three main questions. First of all, which are the effects of  high- vs. low-level questions on comprehension and learning?. Secondly, do high- vs. Low-level questions promote specific text inspection patterns dependent on the learning processes they were aimed at promoting and also dependent on the level of success a student reaches when answering?. Finally, which strategic differences students show when they answer high- and low-level questions at different levels of success. 

To set the above research questions in context, we will provide a general overview on the main results obtained so far,  mainly regarding the effects of answering different types of questions on comprehension and learning and the  cognitive research on search processes to answer questions. Subsequently, we  present two experimental studies. In both of them, university students read a scientific text of approximately 1800 words and  answered either high- or low-level questions on a computer screen, using the software Read&Answer.  These two studies have been  specifically designed to answer our three research questions.

The first question  relates to the effectiveness of different types of questions on comprehension and learning. The design of questions with instructional purposes has always been aimed at fostering text comprehension and learning. In fact, there is ample evidence that adjunct questions deeply influence the processing of instructional materials (see Andre, 1979; Hamilton, 1985; Hartley & Davies, 1976; Rickards, 1979 for reviews), especially if they promote the production of inferences and/or the integration of text elements. Inferences and integration are basic processes when constructing a mental representation from text, according to Kintsch and van Dijk’s comprehension model (Kintsch, 1998; Kintsch & van Dijk, 1978; van Dijk & Kintsch, 1983).
Traditionally, there has been a dual distinction in the types of questions used with instructional purposes,  depending on  two elements, that is, the kind of  mental processes they induced,  and the amount of information  they required to be answered. The combination of the two resulted in a better or poorer comprehension. Thus, several studies have proved that working with  high-level questions promoted  better comprehension and learning  than working with low-level questions (i.e., Vidal-Abarca, Mengual, Sanjose & Rouet 1996; Vidal-Abarca, Gilabert & Rouet, 1998). High-level questions were defined as  those in which the learner had to comprehend, manipulate and connect several units of information via complex inferences. These mental activities needed for answering high -level questions directly led to a better comprehension, as the learner was being encouraged to engage in the main activities involved in the construction of a richly connected mental model from text.  In contrast, low-level questions were those directed at specific units of information and in which few or no inferences need be drawn. Therefore, they promoted a poorer comprehension and learning, in comparison to high-level questions. 

The distinction between high- vs. low-level questions is not unique. In fact, there is ample literature on the use of  different types of questions in text comprehension and learning (Hartley & Davies, 1976; Andre, 1979; Rickards, 1979; Wixson, 1983; Hamilton, 1985; Langer, 1985; Goldman & Durán, 1988; Trabasso, T., van den Broek, P., & Lui, L., 1988; Graesser, A.C. & Franklin, S.P.,1990; Graesser, A.C.; Lang, K.L. & Roberts, R.M., 1991).  Specifically, Goldman and Durán (1988) identified five types of questions depending on the relationship between the question and the text and the demands made on the knowledge base. These questions varied  in terms of their relation to the text and the types of processing required to answer them. In general terms, type 1, 2 and 3 questions had in common their verbatim relationship to the text but varied in the kind of text processing activities needed for answering; type 4 questions required integration across segments and, finally, type 5 questions required reasoning beyond the text.  

In the present study, we will stick to the general distinction between high- and low-level questions. With high-level questions we will refer to questions in which the answer is not explicitly stated in the text but requires integration across several, and distant, paragraphs. They would be equivalent to Goldman and Durán’s type 4 questions. On the other hand, we will consider  low-level questions those in which the answer can be located in specific segments of the text and can be extracted either by copying or by making minimal inferences across close sentences. In this type of question, therefore, there is always going to be a verbatim relationship between the question and the text, as in Goldman and Durán’s type 1, 2 and 3 questions. This way, the principal distinction between high- and low-level questions will be the location of the answer (concentrated vs. dispersed)  and the need or not of integration across segments (e.g., by summarizing, comparing, contrasting). 

Our general expectation is  that, according to previous research, high-level questions will be more effective in promoting comprehension and recall of the text, as evidenced by comprehension and memory measures. In instructional settings, students receive questions either before reading the text, or after that. It is possible that high-level questions would be more effective when students first read the text and then receive the questions having the text available than when they receive the questions and then have to search for the answer in the text without previously reading it. Thus,  we are interested in testing the  effect of high- and low-level questions when they are presented to the students in these  two different learning situations.  We assume that having a prior representation of the text  should enhance the question-answering process and increase the beneficial effects of high-level questions on comprehension and learning. 

Our second research objective is related to the different text inspection patterns high- and low-level questions may induce, which are highly related to mental processes required to be displayed when inspecting an external source to answer a question.  High- and low-level questions   produce differences in the pattern of information search that they trigger.  Vidal-Abarca et al. (1998) conducted two experiments in which high school and university students read a 2500-word physics text presented paragraph-by-paragraph on a computer screen and answered high- and low-level questions, being allowed to search for information in the text. Results indicated that those  who answered low-level questions searched fewer number of paragraphs per question than those answering high-level questions.  Moreover, students who answered high-level questions spent significantly less time searching information than students who answered low-level  questions. Using a similar procedure, Rouet, Vidal-Abarca, Bert-Erboul and Millogo (2001) asked undergraduate students to search a 35-paragraph text in order to answer high-level or low-level questions. They observed that each type of question promoted specific review patterns. Whereas high-level questions promoted a review and integrate search pattern, low-level questions triggered a locate and memorize search pattern. 

Generally, answering questions based on text information requires two types of processes: memory search processes and text search processes. Several models have been proposed to account for the mental processes involved in answering a question, either from memory or by inspecting an external source (i.e., Graesser & Franklin 1990;  Goldman & Durán, 1988;  Rouet & Tricot, 1998).

To our interest is the Rouet and Tricot model. It presents a general framework  to describe search processes that focuses mainly on external searches  and  includes three phases that unfold in a cyclical and partly interactive way. In the evaluation phase (E), the searcher builds a representation of the search objective as well as a search strategy. At this point, the learner may decide whether to answer based on memory processes or if a text inspection is needed. Evaluating the need for an external search will imply a  selection phase (S), in which the searcher selects units of information from the external source. Finally, there is a  processing phase (P),  when the searcher extracts relevant information from the selected text passage and integrates it within the goal representation under construction. The ESP framework assumes that complex search tasks are handled through numerous iterations of the ESP cycle, each iteration ending with an evaluation of whether the search has been satisfactory.  We will use the Rouet and Tricot model for the description of search tasks  in what follows as it is more focused on external searches, and hence more similar to those included in our experiments. 

Using this framework, we  hypothesize that high-level questions will promote review-and-integrate search patterns, whereas low-level questions will trigger locate-and-memorize search patterns. We are also interested in variations in search processes depending on the quality of the answer given to the questions (i.e., good vs. poor answers) and depending on the learning situation, i.e., (a) reading a text and answering questions; (b) receiving the questions and then searching for the answer in the text. Generally, one would expect that successful search patterns to answer questions were more focused on locating relevant sources of information than unsuccessful search patterns. On the other hand, we would expect that search patterns differences between successful and unsuccessful answers would be maximized when the search task is more ‘pure’ (i.e., receiving questions and searching for an answer in a text), than when students first read the text and then answer questions, as the level of difficulty in the task significantly increases because students do not have a previous representation of the text. 

Finally, our third  objective is to analyse strategic differences in answering high- and low-level questions at different levels of success. Strategies used to regulate the question-answering process seem  to be crucial to the final success or failure of the answer. In fact, answering questions, either from memory or by inspecting the text, may be seen as a constructive problem-solving activity (e.g., Brandsford & Johnson, 1973; Collins, Brown & Larkin, 1980; Goldman, 1985), in which the learner first has to establish the demands of the task and then undertake some actions to reach an optimal solution. 

Previous research has consistently shown the determinant role of question-answering self-monitoring in reaching a good level of success, which mainly implies the ability to locate the relevant sources of information and to display specific question-answering strategies depending on the type of question  (Raphael, Winograd & Pearson, 1980; Wonnacott & Raphael, 1982; Goldman & Durán 1988).  Successful students have commonly adopted specific strategies depending on the demands of the question, such as using explicit information to answer low-level questions, and  they also have easily located the relevant sources of information (Raphael, Winograd & Pearson, 1980). Successful students have  generally shown a greater degree of metacognitive insight in the question-answering process  (Wonnacott & Raphael, 1982; Goldman & Durán 1988). 
There is evidence, therefore, that metacognitive behavior in regulating the question-answering process is the key to succeeding in these kinds of tasks. In particular, flexibility in adapting specific search and answering strategies depending on the type of cognitive processes questions are asking for. In the present study, we examine how flexible students are in regulating the question-answering process to high- and low-level questions. Do successful answers show a  greater flexibility in regulating the question-answering process according to the type of question? Do they show higher metacognitive awareness of the answering process?  Are learners who give more correct answers better at finding the relevant sources of information? In order to give the right answer, is it enough to locate and spend time on relevant information or will specific strategies be displayed? Finally, we wonder what differences there might be in strategic behavior to answer questions in  two different learning situations;  reading a text and answering questions, or looking for information and answering questions without a first reading. 

With these three objectives in mind  we conducted two experiments. University students read a text and answered high- and low-level questions, using the software Read&Answer.  The design of the experimental task in both experiments presents a substantial difference. Whereas in experiment 1 students read the text and then answered the questions, in experiment 2 students were first presented with the questions and then searched for information in the text to answer them. Thus, students in the second experiment had not formed an initial representation of the text prior to reading the questions. Therefore, search processes and question-answering strategies associated with each kind of question could be studied without the influence of the  prior representation of the text. Putting together the results from the two experiments, the  effects of high- vs. low-level questions on comprehension and learning, as well as the search and answering strategies associated with each kind of question could be analysed in greater detail. 

EXPERIMENT 1: READING A TEXT AND ANSWERING QUESTIONS

In experiment 1, participants read a long scientific expository text and then they answered either high or low-level questions on a computer screen, using a software called Read&Answer. 
Method

Participants

Twenty-four university students took part in our study though two of them were discarded due to technical problems. Students were randomly distributed into two experimental conditions according to the type of questions they received. Twelve students had to answer high-level questions whereas ten students answered low-level questions. 

T tests were carried out to verify that both groups were equivalent on a set of measures that could contaminate subsequent results. Thus, subjects were firstly tested on prior knowledge about the topic of the text they would be reading. Additionally, subjects were assessed on lexical access. They read aloud two lists of  real and pseudo-words, each consisting of 40 items.  Finally, we measured writing speed using a  keyboard. Participants were asked to copy a 146 word text on to a  computer within two  minutes. No significant differences between groups appeared for prior knowledge, lexical access, or  writing speed using a  keyboard.

Materials

Text.  The text used in the experiment dealt  with the evolution of the atomic model from the initial proposal by Dalton to the Rutherford Model. We used the simpler version of a text used in a previous experiment (Vidal-Abarca et al., 1996). This contained 1768 words, was divided into 59 paragraphs,  distributed over  9 pages and included a table of contents. All the main sections  were explicit in the table of contents which preceded the text. 
Previous Background Knowledge.   In order to asses the subject’s level of previous knowledge on atomic models a nine item questionnaire was used (Vidal-Abarca et al, 1996),  consisting of five questions on static electricity, content necessary to understand the text, and four more questions specifically related to atomic models. 
Treatment questions.  Participants had to answer either high or low-level questions, whose purpose was to help the reader  understand and learn the text better. Subjects assigned to the high-level group were presented with five questions.  High-level questions were those that required revising distant segments of the text and making inferences to integrate the information. Differently, information to answer low-level questions was explicitly stated in one or two consecutive segments and required making few or no inferences. It should be noted that  text information necessary to answer both types of questions was the same. 

Let us take an example of a high-level question covering several distant pieces of information in the text: “Can the Dalton Model explain radioactivity by emission of alpha particles?”  Textual information necessary to answer correctly was located in eight different paragraphs over two pages. The answer to the question was not explicitly stated in any of those paragraphs, but required that the student construct a new answer using the textual information presented in the two pages.  It was necessary, therefore,  that the student make inferences in order to  construct a higher-level answer.  

On the other hand, participants assigned to the low-level group had to answer nineteen questions. These questions covered the same textual information as required to answer  high-level questions. However, given that each of the low-level questions only covered a specific piece of information, more questions were needed to cover the same total amount of textual information  involved in  high-level questions.  As an example, here is one of the low-level questions that covered part of the information needed for the high-level question presented above: “What would be the atoms that Dalton imagined in 1803 be like?”.  In contrast  to the high-level question, it focused  on a specific piece of information located in one paragraph and only required that the student find it in the text.  
Software Read&Answer.  The text was presented on a computer screen using the application Read&Answer. Similarly to Select-the-text (Goldman & Saul, 1990), it presents readers with a full screen of text. All text except the segment (i.e., a sentence or a paragraph) currently selected by the reader is masked. Readers unmask a segment by clicking on it  and when they unmask another segment, the first segment is remasked. Thus, only one segment at a time is visible, but the graphic features of the text (e.g., paragraph indentation, length of the paragraphs, position of the segment in the text) are visible to the reader. Readers can reread the segments in any order they choose (see Figure 1).
Read&Answer includes other possibilities that Select-the-text does not, which are especially useful  for recording the reader’s behavior when she or he is involved in question-answering tasks based on a long text. Read&Answer presents the text on different screens corresponding to the different pages. A simple interface allows the user to navigate among them. In addition, visual information (e.g., diagrams, figures, pictures, etc) can be inserted into the text as a segment. Read&Answer also presents the reader with a question screen, which is divided into two parts, the upper part for the question and the lower part for the answer. The user clicks on each part to either read the question (see Figure 2) or write in the answer box (see Figure 3). A simple interface allows the reader to move from one question to another, and from the question screen to the text screen, and viceversa. 

Read&Answer automatically generates three outputs. The first is a list of all the segments active at any given moment, and the length of time each was active. A piece of the text (e.g., a paragraph), a specific question, and the answer to every question are all segments. Thus, every action the reader undertakes, whether it be reading a text segment, reading a question, rereading a text segment, or writing an answer, is recorded and included in the list. The second output is a summary of the reader's behavior when he or she reads the text and answers the questions. Read&Answer provides a different summary of the two types of study behavior, reading the text and answering the questions. The summary includes: (1) the number of words in the text segment, (2) the total amount of time  the segment was exposed, (3) the rate per word, and (4) the process time per word. The third output is the record of the reader's answers to each question.

Comprehension and delayed recall.  To assess comprehension and learning, students answered a final comprehension  and a delayed recall test. The final comprehension test consisted of five open-ended questions covering the same textual information as that needed for answering the treatment questions, either high- or low-level. They were inferential questions that assesed the construction of a coherent mental representation from the text integrated with the reader’s prior knowledge. For instance, the following question assessed the degree to which the student had understood, connected and made explicit the basic arguments that explained the evolution of atomic models: “ Which ideas from the Dalton model were  contradicted by some empirical findings? Why?”. 

 An assessment of  delayed recall was obtained by asking the students to write down all they could remember of the text they had read.  The number of textual, inferential and wrong ideas were taken into account for the analysis. Free recall is normally considered a measure of the text-base representation. 
Procedure

Tests  were carried out individually over two sessions, similarly for all the participants (see Table 1). In the first session, each subject was first measured on previous background knowledge and then randomly assigned to one experimental condition, i. e., high-level questions group vs.   low-level questions group. After that they were tested on writing speed on the keyboard.  Participants then started a training phase with the software Read&Answer, in order to get them used to both the software and the task they had to undertake . They read a 333 word text, consisting of 13 paragraphs, and then answered 4 questions. They were allowed to go back to the text as many times as they wished, to look for the information needed to answer the questions, in a similar way as they would have to do in the experimental phase.  Following the training phase, participants began with the experimental phase. They all had to read the text carefully and then answer five high-level or nineteen low-level questions, depending on the condition they were in. It was strictly indicated to follow this reading-answering sequence. Nonetheless, once in the answering module, participants could move from the questions screens to the text screens at will. Finally, the experimental phase ended up with the reading skills assessment. Participants were given two lists, one with words and another contaning pseudowords. Both lists were read aloud and both speed and errors while reading were recorded. No time limit was indicated for the experimental phase. Overall, participants spent one hour and a half on average.
 The second session took place two or three days after the experimental session. Participants came back to be evaluated on final comprehension and delayed recall. They firstly answered five open-ended questions and then  performed the free recall test, by writing down all they remembered of the text they had read in the experimental session. The average amount of time spent in this second session was one hour. 
Results and Discussion

Effects of type of question on comprehension and learning

Design and dependent measures.  Our first objective was to examine the effects of each type of question  on final comprehension and learning. For that purpose,  we conducted one-way separate ANOVAs, with type of question (high- vs. low level) as between-subjects  independent variables and the percentage of success in the final comprehension test, and the number of textual, inferential and wrong ideas included in the free recall test as the dependent variables.   As a global learning measure, we also conducted one-way ANOVAs on the total amount of time spent in the experimental phase (i.e., reading the text and answering the questions). 

Results.  As we expected, those who had worked with high-level questions in the experimental phase performed better in the final comprehension test  than those working with low-level questions, F (1, 20) = 130.59, p < .05. (see Table 2).  On the contrary, no significant differences were found in the free recall test ( Table 2), in the number of textual, F (1, 20) =  0.029, inferential, F ( 1, 20) = 0.00, and wrong ideas, F (1, 20) =  0.27.  Neither did we find significant differences for the total amount of time in the experimental phase (Table 2), F (1, 20) = 2.42. Thus, high-level questions  promoted  better comprehension and learning, given that they make the student engage in additional text processing, mainly connecting ideas and establishing relationships between them,  that  enriches the prior representation of the constructed during the first reading. Additionally, high-level questions  did not require a longer time to be solved, comparing them to low-level questions. This result confirms prior research on the long-term benefits on comprehension and learning from answering high-level questions after reading a text (Vidal-Abarca, Mengual, Sanjose & Rouet 1996; Vidal-Abarca, Gilabert & Rouet, 1998). 
Differences between  the high and low-level group only appeared when we measured inferential  comprehension, which measures the construction of a coherent situation model from the text (Kintsch, 1998; Kintsch & van Dijk, 1978; van Dijk & Kintsch, 1983), that goes beyond explicit textual information. It should be noted that high-level questions were designed to help the student in constructing a coherent situation model from the text. Conversely,  high-level questions showed no differences at the level of the textbase in comparison to low-level questions. In fact, both groups  had to review the same textual explicit information to answer, which explains the lack of significant differences on the free recall test, which  mainly measures the quality of the textbase.  In summary, beneficial effects associated to high-level questions only appear when deep comprehension is assessed (i.e., inferences), but not when superficial comprehension measures are obtained (i.e., recalling explicit information). 

Search patterns to answer questions 

Design and dependent measures.  Our second objective was to investigate  search patterns associated to answer high versus low level questions at both good and poor level. Accordingly, questions for which students did not search  the text for the answer were discarded. We also discarded questions that were answered at a good level by all students.  Thus, not all the questions were analysed, but only those in which search patterns could be apparent and in which poor and good patterns could be observed. According to these criteria, only 3 out of the 5  high-level questions, and 12 out of the 19 low-level questions were considered. 

From these selected questions, we took each of the student´s answers as single observations.  We had 3 high-level questions answered by 12 students, totalling  36 high-level observations and 12 low-level questions answered by 10 students, totalling 120 low-level observations. Globally, 156 question-answering observations. To classify the answers into two levels (i.e., good vs. poor) we ordered all observations according to their percentage of success and  just selected those which were above 75% (i.e., good level) and those below 25% (i.e., poor level). This way, we discarded 23 observations, and the final sample consisted of  133 question-answering observations.  

With these data we conducted 2x2 ANOVAs, with two between-subjects independent variables, i.e., question-answering level (poor vs. good) and type of question (low-level vs. high-level). The dependent variables were a number of on-line measures representative of the three search phases mentioned by Rouet and Tricot (1998), i.e, Evaluation, Selection and Processing, and of the executive control processes or search iterations. For the Evaluation phase, establishing search goals and strategies, we analysed the number of times and the total amount of time devoted for reading the questions. For the Selection phase, selecting units of information from an external source,  we considered both the number of total paragraphs and the percentage of relevant paragraphs visited in the text.  For the Processing phase, extracting and processing relevant pieces of information, we took into account the percentage of time reading relevant paragraphs over the total time re-reading the text. Finally, for the executive control processes we  measured the number of QTW cycles, i.e., reading-the-question (Q), reading the text (T) and writing an answer (W) as  these cycles reflect search iterations undertaken to satisfy goals established in the Evaluation phase.
Results: Evaluation Phase (E).  Two dependent measures were  considered, i.e., number of times, and time reading the question (see Table 3). Regarding the number of times reading the questions, both variables were significant F (1, 129) = 61.09, p  < .05, and F (1, 129) = 4.31, p  < .05, respectively. High-level questions were read more times than low-level questions. On the other hand, answering questions at a good level was associated with reading questions fewer times, whereas answering questions at a poor level was associated with reading questions more times. Concerning the time reading the question, only the type of question was significant, F (1, 129) = 75.35, p < .05. Thus, high-level questions were read longer than low-level questions.
Briefly, high-level questions were read more times and for longer than low-level questions. As search processes were more complex when answering high-level questions, students continously had to refresh the question’s content in the answering process. On the other hand, a good question-answering level was associated with reading questions fewer times, possibly because the representation of the search goal was established more efficiently.

Results: Selection Phase (S).  For the selection (S) phase two measures were considered, namely, number of total paragraphs  and percentage of relevant paragraphs visited  (see Table 3). Significant differences for the variables type of question and question-answering level appeared in the number of total paragraphs visited,  F (1, 129) = 48.91, p  <  .05, and F (1, 129) = 4.16, p  <  .05, respectively. High-level questions were associated with visiting a higher number of text segments, whereas low-level questions implied revising fewer segments.  A result to be expected, as high-level questions required revising more text segments than low-level questions. On the other hand, a poor question-answering level was associated with visiting more text segments than a good question-answering level, as if they were lost and were unable to locate the relevant sources of information. 
Finally, regarding the percentage of relevant paragraphs visited, both variables, the type of question, F (1, 129) = 7.004, p  <  .05 and the question-answering level, F (1, 129) = 3.32, p < .05, were significant. Thus, in high-level questions, a higher percentage of relevant paragraphs was visited than in low-level questions. That is to say, a high percentage of the information reviewed to answer low-level questions was irrelevant, whereas this did not occur for high-level questions. This can be explained by the fact that each of the high-level questions was associated with a higher number of relevant text segments than low-level questions. Thus, the probability of finding some relevant information during the search task to answer high-level questions was much higher than for low-level questions. On the other hand, a good question-answering level implied visiting a higher percentage of relevant paragraphs than a poor question-answering level.  Therefore, answering correctly was associated with focusing only in those text segments that contained the relevant information to answer correctly.

Results: Processing Phase (P).   For the processing (P) phase only one dependent variable was considered, namely, the percentage of time reading relevant segments over the total time devoted to reading within the question (see Table 3). Only the type of question was significant, F (1,129) = 4.93, p < .05. Thus, a greater percentage of time was invested reading relevant segments in high-level questions than in low-level questions. The explanation for this result is similar to that given for the Selection phase.  In low-level questions, the probability of searching and reading irrelevant segments was much higher than in high-level questions, where the answer was associated with more  than one text segment. Conversely, no significant differences were found neither for answering level, F (1, 129) = 3.32, nor for the interaction, F (1, 129) = 2.10.   The fact that we found no significant differences between good and bad answers in the processing time spent with relevant information indicated that there should be more than spending time with relevant information to answer correctly. The analyses on the strategies to answer questions should throw some light on this issue. 

Results: Executive Control Processes.  Finally, we measured the executive control processes with the number of QTW cycles, i.e., reading-the-question (Q), reading the text (T) and writing an answer (W), (Table 3). These cycles are closely related to the iterations of ESP in the framework by Rouet and Tricot (1998). Results of the analysis showed a marginal effect for type of question, F (1, 129) = 3.56, p = 0.06. This way, high-level questions implied a higher number of QTW cycles than low-level questions, which may be explained by the greater amount of information to be revised in these kind of questions. 

In brief, on-line results obtained so far confirm our expectations associated to search processes in high- and low-level questions. Low-level questions promoted a locate and memorize search pattern (i.e., reading questions fewer times and searching fewer segments), whereas high-level questions triggered a review and integrate search pattern, as seen by the higher amount of time devoted to reading the questions and searching the text (Rouet, Vidal-Abarca, Bert-Erboul & Millogo, 2001). Additionally, the good question-answering level, contrary to the poor question-answering level, showed efficiency in their search, apparent in their fewer readings of the questions and their concentration only on relevant information. 
Strategies to answer questions

Our third objective was aimed at answering the following question: Which strategic differences determine the success or failure in the process of answering different types of questions in two learning situations?. For this purpose, we  are going to  describe the process of constructing good and poor answers, and to clarify which strategic differences there were between these type of  answers in the first learning situation (i.e., reading the text and answering the questions)  that were not reflected in previous on-line measures. 

To clarify our analyses, we selected three high-level questions and four low-level questions, the criteria for selecting being that these questions had extreme answering levels from different students, that is to say either 0 or 100% in percentage of success. Then, for each type of question, we selected extreme cases, two completely successful answers (100% correct) and two completely wrong answers (0% incorrect) so that good and poor strategies would appear more clearly.

We had, therefore,  three high-level questions each with four observations, giving, overall, twelve high-level question-answering observations to analyse. We also had four low-level questions with four observations each, making sixteen low-level question-answering observations.  Based on the processes triggered by high- and low-level questions explained in the Introduction  we elaborated a model of the strategies to answer both high- and low level questions. 

Good strategies for low-level questions.  According to our model, a good low-level answering strategy should have included: (a) locating the relevant source of information matching the question; (b) using that information by  either copying or paraphrasing it. The sixteen low-level question-answering observations  were analysed following this model. 

We have chosen one of the low-level questions from the whole sample in experiment 1  to better illustrate the strategies undertaken by students reaching the highest scores. It should be noted that the correct answer always matched one or two sentences in the text located in a single text segment. Thus, students only had to locate and copy the match to the question, there being n need to include elaborations on the textual information. In some cases, students had to make text-based inferences so as to connect close sentences in the text.
The low-level question chosen was the following: “When it was discovered that the matter was penetrable, why was it necessary to suppose that the particles should go through the atoms?”.   For this question, the sentences that matched in the text were: “The spaces that  could exist between  atoms in contact were not sufficient to explain the great penetrability of the matter.  It was precise to suppose that the particles went also through the atoms.” Consequently, a good answer to the question should have been: “Because the spaces between atoms  were not sufficient to explain the great  penetrability of the matter”.  Clearly, students had to make a text-based inference that causally linked the second sentence to the first one. 

Generally, for low-level questions, we found two general types of strategies leading to good answers. The following answer is representative of the first strategy: “It was observed that electrons and alpha particles  could cross sheets of different  solid materials. Such sheets were supposed to be  formed by layers of connected atoms. If the atoms were supposed to be indivisible, the particles should go through  the spaces that remained between the atoms.  Nevertheless, the penetrability that was observed was too great for only this to have occurred. Therefore, it was concluded that electrons and alpha particles should also be able to go through the atoms.  Thus, atoms were not compact and indivisible spheres”.  This student went beyond the text giving an elaborated answer Thus, we named this strategy the low-level elaboration strategy.  

The following answer is representative of the second good strategy for the same low-level question: “ because the spaces between atoms in contact were not sufficient to explain the great penetrability of the matter”. The student simply copied the information present in the text, not adding new ideas. Obviously, he or she had understood the causal link between the sentences in the text and had  matched it to the question demands. We named the strategy used by the student the copy&paste strategy. 
  50% of the good low-level answers followed the low-level elaboration strategy, whereas the other 50% used the copy&paste strategy. It should be noted that  both strategies had a key point in common: immediately after finding the segment with the relevant information students stopped searching and proceeded to write the answers, either by copying or by making some text-based elaborations on the information found. This could be considered as a sign of metacognitive behavior in regulating the question-answering process. Thus, successful students noticed when they found the relevant segments and in that precise moment they finalized their search. 

Poor  strategies for low-level questions.  We will use the same low-level question as the one used in the previous section to show poor strategies. Thus, to the question: “When it was discovered that the matter was penetrable, why was it necessary to suppose that the particles should go through the atoms?”,   a student  wrote “Because the majority of the particles crossed the sheet without apparently being deviated.”. The answer was wrong and unrelated to the question, but the student had been driven by some sort of cue in the text. By revising the textual segments the student had read just before giving a final answer,  the search and answering strategy became apparent. 

The student got and arbitrarily copied  the information from a text segment containing this information: “The results of the experiment were unexpected: the immense majority of  alpha particles  crossed the sheet without apparently being deviated ”. This information was completely  unrelated to the question, but the term “particles” appeared both in the question and in the copied segment. Thus, the search strategy applied seemed to have been driven by superficial clues (i. e., a word repeated in the question and in the wrongly selected text segment), and not by understanding both the question demands and the textual information found. This was the main poor strategy students used when answering incorrectly in low-level questions. We named it the mismatching strategy, due to the process that lead to copying irrelevant information by matching it to the question.  This result was already remarked by Goldman and Durán (1988), who found similar answering patterns  based on copy processes through misleading words.
A second poor strategy involved finding the segment with relevant information but not using the right information to give the answer because of misunderstanding.  For instance, to answer the low-level question mentioned, a student wrote,  “because there were many atom layers and atoms were separated by spaces”. The answer reflected misunderstanding not only of the relevant segment he or she repeatedly read, but also of the ideas present in other segments of the text. We named this second poor strategy the meaningless strategy, because of the lack of meaning students reflected in their answers, even though they read the relevant information just before giving the answer. 50% of the poor answers were based on  the mismatching strategy, whereas the other 50 % showed the meaningless strategy. 

Good strategies for high-level questions.  Similarly to low-level questions, we analysed the whole sample of good and poor answers we had selected according to our model of the successful strategies to answer high-level questions. Briefly, a good high-level answer should have included: (a) locating and reading all relevant sources of information; (b) correctly integrating this information via inferences to produce an answer. 

 Let us consider the following example of a high-level question to analyse good and poor question-answering strategies: “(a)Why did Thomson think that the sphere of the atom should be positively loaded? (b) Could you say why Thomson thought that that sphere would contain the majority of the mass of the atom?”. 

To answer correctly, students first had to visit all the text segments with information relevant to answer the question and then integrate and elaborate on these information. For this specific question, students should have visited the six different paragraphs where the Thomson Atomic Model was explained. The correct answer to the high-level question should have been: “(a) Because there should be a part of the atom that neutralized the negative load of the discovered atoms/ because the alpha particles  were positive and should be pieces of the sphere (b) because it had already been discovered that the mass of the electrons was very small”.
The main high-level good strategy was the global revision&integration strategy. It consisted of reviewing all the relevant segments necessary to answer the question, and then giving an answer in which the whole information was integrated via inferencing. The following answer to the high-level question mentioned above is a clear example of this: “(a) to counteract the negative load of the electron.  (b) because the mass of the electron had been  discovered to be  2000 times smaller than the mass of the hydrogen, and hydrogen is the  smaller element we know.  Because of it, the sphere (the other constituent part of the atom) should have the majority of the mass”. Thus, the student understood the question demands, visited the relevant segments necessary for answering correctly  and then created a full correct answer in which comprehension of both the question and the segments visited was reflected. 100% of the correct high-level answers followed this revision&integration pattern. 

Poor  strategies to answer high-level questions.  We called the poor answering strategy the fixation strategy. Students giving poor answers only visited  a part of the relevant segments necessary for answering correctly, and they kept reading and re-reading them. Thus, they were fixated on a few relevant segments and then gave an answer which was mostly based on  copying  the previously read segment. In fact, the fixation strategy was twofold depending on the type of information extracting processes displayed from the fixated segments. In most cases the answer was partially elaborated and paraphrased from the fixated segment. Therefore, there  was a fixation and a paraphrase relationship (i.e., Fixation&paraphrase)  In other cases, there was a copy from the fixated and continuously revised segment (i.e., Fixation&copy).  Common was that they were fixated in one or two segments that were in fact relevant for the question but were not sufficient for answering correctly. Let us see an example of  both strategies applied for answering the same high-level question mentioned above.  
Firstly, an example of the  fixation&copy strategy. A student kept reading and re-reading this particular segment: “In 1904 Thomson introduced a divisible model of atom.  According to Thomson,  the atom would consist of: (a) A positively charged sphere which contained the greater part of the atomic mass. The material of the sphere, still unknown, could not be compact but had to posess a special texture that permitted particles to pass through it. And, (b) Some light-weight electrons encrusted in the sphere which were distributed, according to their mutual repulsions, within the sphere's interior and on its surface.”.  

 The student gave the following answer to the first part of the question :“ Beacuse to be able to explain radiactivity the material of the sphere could not be compact but had to posess a special texture that permitted particles to pass through it”. Clearly, this answer had nothing to do with the question. The student had copied one sentence from the last segment he or she had visited based on keywords appearing both in the question and in the text segment (i.e., “Thomson). Therefore, the strategy applied had been similar to that used by students answering incorrectly low-level questions. Nevertheless, in this case there was not only copy but fixation (i.e., multiple re-readings from the same relevant segment). 

As an example of the fixation&paraphrase strategy, we also had a student  re-reading the above relevant segment for the same high-level question. His answer to the first part of the question was the following: “The sphere should be positively loaded to contain the majority of the mass of the atom”.  For this case, there had been a fixation plus a paraphrase relationship from one of the relevant segments to the question,  ending up in a partial and incorrect answer. Similarly to the fixation&copy strategy, we would assume that the reason for being fixated on this concrete segment could have been a superficially-guided search task, in which the student would have looked for segments in the text having coincident words with words in the question. 

In short, the fixation strategy found in poor high-level answers was a common answering pattern in all the incorrect high-level question-answering samples we analysed, thus reflecting that these students experienced a serious lack of comprehension of the question demands. 16.67% of the poor answers used the fixation&copy strategy, whereas  the rest 83.33% used the fixation&paraphrase strategy. 

EXPERIMENT 2: SEARCHING A TEXT TO ANSWER QUESTIONS

We conducted a second experiment in order to study search and question-answering processes without the influence of a first mental representation of the text. That is why contrary to experiment 1, in experiment 2  participants were firstly presented with  high vs. low-level questions and then searched for information in the text to answer the questions, using the tool Read&Answer. In general, our objective was to examine the extent to which results obtained in Experiment 1 and associated to our three research objectives did replicate or not in a situation in which the students would search for information without having read the text at first. 

Method
Participants

Sixteen university students took part in this second experiment, with similar characteristics to the participants in experiment 1. Half of the students were randomly assigned to the high-level questions group and the other half to the low-level questions group. 

Similarly to  experiment 1, we conducted T-tests to verify that both groups did not differ in a set of measures that could contaminate subsequent results. No significant differences between groups were found for prior background knowledge, lexical access or writing speed on the keyboard. 
Materials and procedure

Materials  were identical to the ones used for experiment 1. Regarding the general procedure used in this second experiment, the key difference with experiment 1 was that students did not read the text before answering the questions but first read the questions and then searched for information in the text to answer them. 

Similarly as in experiment 1, the study took place in two sessions. In the first session, participants performed the training and experimental phase.  Both of these were carried out on a computer screen, using the tool Read&Answer. Participants could invest all the time they needed to carry out the experimental phase, spending, as in experiment 1, an hour and a half on average. Two or three days afterwards participants came back for the second session, in which they performed the final comprehension  and free recall test. 

Results and Discussion 

Effects of type of question on comprehension and learning

Design and dependent measures.   To test the effectiveness of the two kinds of questions on comprehension and learning, according to our first objective, we conducted similar analyses to those in experiment 1. Results were analysed with one-way ANOVAs, with type of question as between-subjects independent variable. The dependent variables were again the percentage of success in the final compehension test, the number of textual, inferential and wrong ideas in the free recall test, and the global amount of time used in the whole experimental phase (i.e., learning measure).
Results.  We found no significant differences (see Table 2) for any of the dependent variables: percentage of success in the final comprehension test, F (1, 14) = 3.07; number of textual ideas, F (1, 14) = 0.84; number of inferential ideas, F (1, 14) = 2.41; number of wrong ideas, F (1, 14) = 0.036, in the free recall test and global amount of time in the experimental phase, F (1, 14) = 1.36. Despite that, high-level questions increased the percentage of success in the final comprehension test and implied a slightly decrease in the global amount of time in the experimental phase, similarly to experiment 1 (Table 2). One possible explanation to the lack of significant results could be the bigger variability observed in experiment 2. This increase in variability could be partly explained by the lack of a first  reading of the text which may have made  the learning situation much harder for some students, resulting in an increase of low scores in the final comprehension test.  

Search patterns to answer questions

Design and dependent measures.   We carried out similar analyses to experiment 1 to  answer our second research question regarding text inspection patterns depending on type of question and answering level, when the student does not read the text at first.  Similarly to experiment 1, we just analysed a subset of questions, i. e., those in which the students re-read the text to search for information, and in which some students gave poor answers while the others gave good answers. Answers to those questions were collapsed. Only three out of the five high-level questions, and twelve out of the nineteen low-level questions were considered. Discarded questions were the same as in experiment 1, except for two low-level questions.
This time, we had 3 high-level questions answered by 8 students, making up  24  high-level observations and 12 low-level questions answered by 8 students, making up 96 low-level observations. Globally, 120 question-answering observations. Again, to classify the answers into two levels  we just selected those which were above 75% and those below 25% in percentage of success. We discarded 21 observations, and the final sample in experiment 2 consisted of  99 question-answering observations.

We conducted 2x2 ANOVAs with these data, using question-answering level and type of question  as independent variables, as we did in experiment 1. The same  dependent variables used in experiment 1 were taken here, i.e., a number of on-line measures representative of the three search phases mentioned by Rouet and Tricot, i.e, Evaluation, Selection and Processing, and of the executive control processes. 

Results: Evaluation Phase (E). For the number of times reading the question (Table 4), both main effects and the interaction between the type of question and the answering level were significant. High-level questions were read more times than low-level questions, F (1, 95) = 85.77, p < .05 . On the other hand, answering at a good level involved reading the questions fewer times than answering poorly, F (1, 95) = 23.13, p < .05. Finally, the interaction between the type of question and the question-answering level was also significant, F (1, 95) = 19.14, p < .05. The poor answering level involved reading questions more times in high-level questions than  in low-level questions. Thus, students giving poor answers should have  had processing difficulties in extracting the question demands, which made them re-read  the questions several times. This happened  especially in high-level questions,  which made the student locate and integrate distant segments and, therefore, would have added additional processing difficulties to some students. 

Main effects and the interaction were also significant for the time reading the question (Table 4). High-level questions were read longer than low-level questions, F (1, 95) = 68.79, p < .05.  And questions answered at a good level were read fewer time than questions answered at a poor level, F (1, 95) = 27.13, p < .05. Finally, again differences between question-answering levels were stronger for high than for low-level questions, F (1, 95) =  16.33, p < .05.   

In summary, high-level questions were read more times and longer than low-level questions. Answering questions at a good level implied reading the questions fewer times and  for less time, in comparison to answering at a poor level. Finally, the additional difficulty of high-level questions, and the fact that students had not read the text before the question-answering sequence meant  that the difference between the good and poor question-answering level for high-level questions was much bigger than for low-level questions . It should be noted that this interaction effect did not appear in experiment 1, which may be explained because the students read the text before the question-answering task. 
Results: Selection Phase (S).  In relation to the number of total paragraphs visited to answer each question (Table 4),  both main effects and the interaction between type of question and question-answering level were significant. Thus, a higher number of total paragraphs was visited in high-level questions than in low-level questions, F (1, 95) = 84.64, p  <. 05.  Similarly to experiment 1, this result can be explained by the higher number of text segments it was  necessary to revise to answer high-level questions. On the other hand, answering questions at a good level implied visiting a fewer number of total paragraphs than answering questions at a low level, F (1, 95) = 16.55, p < .05. Finally, regarding the interaction effect between the two main variables, differences between a good and a poor question-answering level were stronger in high-level questions than in low-level questions, F (1, 95) = 8.50, p < .05. It must be noted that this interaction was not found in experiment 1. 
For the percentage of relevant paragraphs visited (Table 4) , main effects were significant, similarly to experiment 1. A higher percentage of relevant paragraphs was visited for high- level questions than for low-level questions,  F (1, 95) = 19.54, p < .05. And answering at a good question-answering level implied visiting a higher percentage of relevant paragraphs  than answering at a poor question-answering level,  F (1, 95) = 7.84,  p < .05. 

Results: Processing Phase (P).  For the processing (P) phase we considered the percentage of time reading relevant segments over the total time devoted to reading within the question (Table 4). Neither main effects nor the interaction between type of question and question-answering level were significant, similarly to experiment 1, F (1, 95) = 0.17,  F (1, 95) = 0.20 and  F (1, 95) = 2.22, for type of question, answering level and the interaction, respectively. Again, time spent with relevant information was not enough to explain differences between good and bad answers. This justified  deeper analyses on the strategies used for answering,  as   in experiment 1. 

Results: Executive Control Processes. We again measured  the number of QTW cycles, i.e., reading-the-question (Q), reading the text (T) and writing an answer (W). Both main effects and the interaction between the type of question and the question-answering level were significant (Table 4). Firstly, high-level questions implied more QTW cycles than low-level questions, F (1, 95) = 56.50, p < .05, which can be explained by the complexity of search processes to answer these kind of questions. Additionally, questions answered at a good level were associated with fewer cycles  than questions answered at a poor level, F (1, 95) = 23.21, p < .05. Finally, in high-level questions, questions answered at a poor level involved more search cycles  than questions answered at a good level, F (1, 95) = 28.73, p < .05. 
Therefore, students answering at a poor level showed a more chaotic search pattern, using more search cycles and visiting more irrelevant segments for the question. This was observed to  happen especially in high-level questions, those that required not only locating but also comprehending and integrating distant information via inferences.  This  question-answering effect and  the interaction did not appear in experiment 1. It shows that the role of self-monitoring strategies is stronger when students have a search task to solve, without having read the text at first. 

Strategies to answer questions 

 We also analysed the use of different strategies to answer high and low-level questions in experiment 2, to answer our third research objective in the situation where the students did not read the text at first before the search task. In this case, we were aiming  at analysing the extent to which  high- and low-level question-answering strategies observed for experiment 1 did replicate in experiment 2 and whether strategy distribution across both good and poor answers showed similar patterns. 

We carried out a similar selection process as that conducted in experiment 1.  Thus, we did not analysed all questions but those in which there were extreme answering levels (i.e., 100 and 0% in percentage of success). Our selection ended up with three high level and four low-level questions, as in experiment 1. Those selected  were mostly coincident, except  only for two low-level questions. In each of the questions, we selected four observations, two at the highest and two at the lowest answering scores.  Thus, we finally had twelve high-level answering  observations and sixteen low-level answering observations to analyse. 

Good and poor strategies in low-level questions.   In experiment 1 we showed examples of the two principal successful answering strategies students had used when they gave 100% correct answers. Briefly, the low-level elaboration strategy consisted of paraphrasing and including additional ideas from the relevant segment for the question, whereas the copy&paste strategy was based on a verbatim copy. 

In experiment 1,  50% of the successful low-level answers had followed the low-level elaboration strategy, whereas the other 50% used the copy& paste strategy. For  experiment 2, 37.5% stuck to the low-level elaboration strategy and 62.5% used the copy&paste strategy. This slight difference in the amount of copying relevant information in experiment 1 and 2 could be due to  the first reading in experiment 1. Students had formed an initial mental model of the text and this enabled them to engage in elaboration processes when answering, even though they were answering low-level questions.  

In experiment 1 we also showed examples of the two  unsuccessful strategies used to answer low-level questions, that is, the mismatching strategy and the meaningless strategy. The mismatching strategy was based on copying irrelevant textual information containing coincident words with the question and the meaningless strategy consisted on misunderstanding the relevant segments for the question. 

In Experiment 1, 50% of the unsuccesful answers had applied  the mismatching strategy, whereas the other 50 % showed the meaningless strategy. Regarding experiment 2, 62.5% used the mismatching strategy, whereas 37.5% displayed the meaningless strategy. Again, there is a difference between experiment 1 and 2 in the amount of copying, in this case irrelevant information by matching words. The explanation could be similar to that in successful strategies.  The higher use of copy strategies in experiment 2 could be due to the lack of a first mental representation of the text.

Good and poor strategies in high-level questions.  The good strategy found in high-level questions in experiment 1 was the global revision&integration, consisiting of first reading all relevant segments for the question and further integrating them. Both in experiment 1 and 2, a 100% of the correct high-level answers followed this revision&integration pattern. Thus, there was a complete consistency in results for the strategies needed when answering high-level questions. 

Regarding the poor strategies, we had distinguished between fixation&copy vs. fixation&paraphrase. The fixation was a general phenomenon characterized by multiple re-readings of the same relevant segment, without widening the search for more information. In experiment 2, we found a similar distribution across strategies as in experiment 1. In most of the poor answers (i.e., 83.33%), there was  a partial paraphrase of the information (i.e., fixation&paraphrase), whereas the rest of the answers (i.e., 16.67%) consisted in copying the fixated information (i.e., fixation&copy). 

Thus, we found no differences in the use of good and poor high-level strategies in experiment 1 and 2. Probably, the need to revise and integrate several pieces of information in high-level questions makes copy processes unlikely to appear, either with or without a first reading of the text. 

GENERAL DISCUSSION

This study addressed three main questions: (a) Do high-level questions promote a better comprehension and learning than low-level questions; (b) What kind of text inspection patterns are triggered by high and low-level questions , and, do they vary depending of the level of success in the question?; finally, (c) which specific question-answering strategies are displayed when answering high and low-level questions, both correctly and incorrectly. These three questions were considered in  two learning situations: (a) reading a text and then answering questions (i.e., experiment 1), (b) answering questions having a text available to search the answer (i.e., experiment 2). 

Using measures of deep understanding, i. e., inference questions several days after the experimental phase, we found a beneficial effect of high-level questions in experiment 1. The initial mental model of the text built in the first reading was further enriched by working with high-level questions and this resulted in a better performance in the final comprehension test. This effect was what we were expecting according to previous research  (e. g., Andre, 1979; Hamilton, 1985; Hartley & Davies, 1976; Rickards, 1979; Wixson, 1983; Vidal-Abarca, Mengual, Sanjose & Rouet 1996; Vidal-Abarca, Gilabert & Rouet, 1998). Therefore, high-level questions promoted  deeper comprehension and learning, making the student engage in the basic mental processes involved in learning from text  (Kintsch, 1998; Kintsch & van Dijk, 1978; van Dijk & Kintsch, 1983).
This  beneficial effect was not found for measures of local recall using a free recall test in any of the two experiments. As we already argued, free recall mainly measures the quality of the Textbase. Both the high- and low-level group had to revise the same quantity of explicit text information. Therefore, no significant differences should appear and in fact did not appear at this level of learning, whereas they consistently appeared when we measured the quality of the Situation model with the final comprehension test.  

In experiment 2, high-level questions did not create significant differences in the final comprehension test.  This lack of significant results could be partly explained by an increase in variability observed in experiment 2 due to the absence of an initial reading of the text, which could have increased the gap between the good and the poor learners. It should also be remarked that the average amount of time devoted to the experimental phase  was slightly bigger in experiment 2 than in experiment 1, indicating a higher degree of difficulty in the experimental task. This explanation is in agreement with on-line results in experiment 2, where differences between poor and good answers were strengthened in high-level questions, indicating that the more complex the learning task (i.e., answering high-level  questions not having a prior mental representation of the text) the more difficulties some learners had.  A direct implication of these results in the design of question-answering learning situations would be that  working with high-level questions generally facilitates deep comprehension and that it would be preferable to make the  students read the text prior to answering, to prevent bad learners from failing to construct a coherent mental representation from text because of an increase of complexity in the task.  

Regarding our second goal,  search processes were clearly differentiated for high and low-level questions, both in experiment 1 and 2. When the question required revising and integrating several segments of one text (i.e., high-level questions), students re-read  the questions several times, visited a greater amount of paragraphs and performed a higher number of search cycles. Conversely, when the question only required locating specific segments of the text (i.e., low-level questions), questions were read fewer times, fewer paragraphs were visited and fewer search cycles undertaken. This confirms prior research on the different text inspection patterns triggered by high- and low-level questions (i.e., Vidal-Abarca, Mengual, Sanjose & Rouet 1996; Vidal-Abarca et al., 1998; Rouet, Vidal-Abarca, Bert-Erboul & Millogo, 2001).

Search patterns undertaken by those answering at a good level were also different to  those answering poorly. In general, those answering at a good level read questions fewer times, selected more relevant segments and used fewer QTW cycles to give a correct answer. Their answering process was directed at locating the relevant sources of information and clearly showed the link between search and comprehension processes. 
 Overall, there was a consistency between the results of experiments 1 and 2, in terms of clear search patterns associated with each kind of question and with  the good and poor question-answering level. Nevertheless, there were some differences in the pattern of results for the good vs. poor answering level, especially with high-level questions and when the complexity of the search task increased, due to not having previously read the text. Generally, students answering at a good question-answering level showed similar effective search patterns in both experiments, which were directed to the relevant information and appropriate for the kind of question. Nevertheless, the gap between good and poor answers significantly increased in experiment 2 and with high-level questions. Two main factors could explain these differences for experiment 2: firstly, the task was more difficult as it was searching for information in a complex expository text without a prior representation of it,  and secondly, differences between the good and poor answering level were more apparent in high-level questions, as the level of difficulty increased by the new question demands such as reviewing and integrating a high number of text segments.

No significant differences as regards processing time spent with relevant information were found between good and poor answers in either experiment 1 or 2. We had found that locating and spending time with the relevant source of information did not guarantee success or failure in the answer, but strategic differences in the question-answering process should give the answer. That is why we studied, according to our third objective,  good and poor strategies to answer high and low-level questions.

In general, good strategies for both high- and low-level questions involved flexibility and adaptation to the demands of the search task, a result similar to that found in previous research (Raphael, Winograd & Pearson, 1980; Wonnacott & Raphael,1982; Goldman & Durán ,1988).  When the question required location of concrete information, the  successful answer found this specific information and then either copied  or  paraphrased it (i.e., copy&paste; low-level elaboration strategy). Conversely, when the task required integrating several and distant segments of the text, all relevant segments were first read and then integrated to give the successful answer (global revision&integration). Adaptation and self-regulation of the question-answering process are clear signs of metacognitive behavior and support the evaluation-monitoring component present in most of the general models of question-answering and search processes (i.e., Goldman & Durán, 1988; Rouet & Tricot, 1998).

On the contrary, poor strategies involved an apparent unawareness of the variations of the task demands.  Both in high and low-level questions there was evidence of search guided by superficial cues, and then either copying (i.e. mismatching; fixation&copy)  or misunderstanding specific segments (i.e., meaningless strategy; fixation&paraphrase) which contained the same words as those in the question.  

It should be noted that the frequency of both good and poor strategies was very similar in the two experiments. The only difference was that strategies based on copying information were slightly more frequent in experiment 2 and mainly in low-level questions. Thus, searching a text without a prior mental representation could make copy strategies more likely to appear, especially when the characteristics of the task promote this (i.e., low-level questions). 

Finally, this deeper study on the specific strategies to answer questions threw some light on what makes an answer become a good one, either in high- or low-level questions. On-line results were complemented  by careful analyses of the students’ answers, and we were able to confirm that having relevant information available  is not by itself  a guarantee for answering correctly. What determines the quality of the final answer is comprehension, which influences the way information is located, selected and integrated. This obviously has direct implications for the way question-answering situations are designed and for what instructors promote and train their students in order to foster learning from texts by answering questions. 
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	TABLE 1

General Experimental Procedure

	SESSION 1
	· Previous background knowledge.

· Writing speed on keyboard.

· Training Phase.

· Experimental Phase.
· Reading skills assessment. 

	SESSION 2
	· Final comprehension test.

· Delayed recall test.


	TABLE 2

Final Learning measures in experiment 1 and 2

	Experiment 1
	Comprehension
	Learning Time
	Textual ideas
	Inferential ideas
	Wrong ideas

	
	M
	SD
	M
	SD
	M
	SD
	M
	SD
	M
	SD

	
	H-L
	58.56
	20.08
	2025.11
	632.87
	13.58
	7.65
	5.00
	2.13
	2.50
	2.07

	
	L-L
	30.17
	15.42
	2433.02
	583.70
	14.10
	6.30
	5.00
	2.91
	3.00
	2.45

	Experiment 2

	
	H-L
	57.42
	24.37
	2334.83
	747.69
	8.00
	5.15
	7.25
	3.28
	1.62
	2.26

	
	L-L
	37.10
	21.93
	2744.32
	652.48
	5.75
	4.68
	5.00
	2.44
	1.87
	2.94


	TABLE 3

On-line dependent measures in experiment 1

	
	Times reading quest.
	Time reading quest.
	Total paragraphs
	% of relevant paragraphs
	% of time reading relevant paragraphs
	QTW cycles

	High-level

	 Good
	M
	8.50
	270.06
	28.64
	40.81
	46.97
	2.63

	
	SD
	3.70
	181.15
	23.74
	31.10
	31.47
	2.22

	Poor
	M
	10.91
	321.70
	40.58
	38.64
	47.38
	3.25

	
	SD
	8.02
	201.85
	29.48
	15.71
	12.14
	3.05

	Low-level

	Good
	M
	3.26
	95.01
	10.23
	33.82
	40.54
	1.82

	
	SD
	2.43
	61.01
	9.95
	28.40
	32.58
	1.68

	Poor
	M
	4.06
	112.75
	12.00
	14.68
	23.59
	2.42

	
	SD
	2.99
	62.18
	8.56
	18.81
	32.54
	2.02


	TABLE 4

On-line dependent measures in experiment 2

	
	Times reading quest.
	Time reading quest.
	Total paragraphs
	% of relevant paragraphs
	% of time reading relevant paragraphs
	QTW cycles

	High-level

	 Good
	M
	5.87
	45.24
	29.00
	64.94
	40.46
	4.25

	
	SD
	3.13
	20.21
	12.00
	12.89
	15.85
	1.67

	Poor
	M
	11.37
	108.10
	49.87
	49.57
	49.29
	9.75

	
	SD
	4.59
	71.29
	19.06
	17.29
	17.51
	5.09

	Low-level

	Good
	M
	2.94
	16.43
	10.22
	37.68
	49.58
	3.08

	
	SD
	1.68
	15.20
	9.80
	29.33
	29.37
	1.30

	Poor
	M
	3.20
	24.35
	13.66
	11.92
	33.15
	2.79

	
	SD
	1.61
	14.60
	9.02
	23.41
	32.46
	1.61


    FIGURE 1   Read&Answer:Text Screen.
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FIGURE 2. Read&Answer: Reading question on question screen.
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FIGURE 3. Read&Answer: Answering question on question screen. 
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